Code Optimization and Transformation Course Project on:

List Scheduling

The Code Optimization and Transformation course exam is composed by two parts.
One is an oral test, the other is an homework, to be terminated before course last call. To
pass the whole exam, you must get a pass grade from both the test and the homework.
The homework must be taken in pairs.

During the lab classes, the LLVM [7] compiler has been introduced. The homework
must use the 3.0 release version of LLVM. A sample project — COT passes [§] — is
available on GitHub [4]. It must be used as a starting point for the homework. LLVM
testing framework [3] must be used to validate the implementation.

Sources must versioned using Git [9]. A good tutorial can be found here [2]. Sources
must be published on GitHub [4].

Assignment

The goal of the project is to implement List Scheduling of basic-blocks. The algorithm
is described in [I].

Your implementation must work on the LLVM Intermediate Representation. Since
the original algorithm works on a representation that is very close to machine code, the
following restriction must be considered:

Machine Info: the list scheduling algorithm requires knowing the latencies of each
instruction and the number of functional units of the target machine. LLVM IR is not
so close to the target machine, so these information are missing. You are free to define
such parameters, using a MIPS [5] architecture as starting point — e.g MIPS R10000 [6].

Advices

Machine information can be defined in a configuration file. The LLVM framework pro-
vides the llvm:: MemoryBuffer class to read a whole file in memory. It can be used to load
the configuration file and parse it like a string.



You can implement an analysis pass to compute these information — e.g. loading them
from the configuration file. Once loaded, they never changes. Such kind of analysis are
special. They are called Immutable. The llvm:: ImmutablePass must be used as the superclass
for that kind of passes.

The list scheduling is obviously an optimization pass. It can be implemented using
a llvm::BasicBlockPass. It requires knowing information about dependencies between in-
structions in a basic-block — e.g. Read-After-Write, Write-After-Write, .... Algorithm
reported in [I] uses a Data-dependency Graph to represents such dependencies. You are
free to chose whether implement an analysis pass building the DDG of a basic-block,
or check dependencies exploiting available LLVM passes — e.g. dominance information,
def-use chains, memory dependence information, . ...
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